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Abstract

In this paper, we present results of a project that seeks to transform the low level features to high- level 

meaning. Firstly we extract the low level features called as the representative colors from the images, 

and then we present a new approach called WordNet to establish the link from the low level feature 

vectors to the semantics. In order to improve the retrieval efficiency, the relevance feedback is also 

applied into our system. Experimental results show that our method is promising. 
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1 Introduction 

Indexing diverse collections of multimedia data 

remains a challenging problem. Most current 

approaches to image retrieval mainly focused on two 

aspects: one is the visual features [1,2,3,4] such as the 

color, texture and shape, the other is the distance 

metrics [5,6,7]  

Even though significant progress has been made 

toward developing effective content-based 

descriptors, such as the standard descriptors by 

MEPG-7 [8], there is a difficulty to narrow the gap 

between the low-level features in image analysis and 

image understanding at the semantic level. Because 

people analyze, understand and classify the image 

content according to its semantic features. 

Due to the importance of semantics, some approaches 

have been provided to bridge the gap between the 

low-level features and semantic level features. Shi-F 

Chang [9] proposed the novel idea of Semantic 

Visual Templates (SVT) to narrow this gap. 

Aekasandra Mojsiovic and Bernice Rogowitz [10] 

propose a method for semantic categorization and 

retrieval of photographic images based on low-level 

image descriptors. The main drawback of this method 

is that we need to do a lot of psychophysical 

experiments. Wiiam I.Grosky and Rong zhao [11] 

presented the techniques, latent semantics indexing 

(SCI), to negotiate the gap. However, these methods 

seem to be inefficient due to the size of image 

collections.

In order to overcome the shortfalls mentioned above, 

in this paper, we propose a new approach based on 

the representative colors to narrow the gap between 

the low-level and semantic level, considering the 

intuitive characteristics of color. Firstly, the low-level 

features based on the color are presented. Then we 

use the WordNet in order to narrow the gap between 

the low-level feature and semantic level features 

through the training sample images and human 

interactions. In order to more efficiently retrieve 

images, relevance feedback has been adopted in our 

strategy. Experimental results demonstrate that this 

method could correctly retrieve images not only 

through the specified images but also keywords in a 

given domain. 

This paper is organized as followed: we introduce the 

overview of our method in section2. In section 3, the 

low-level features based on the representative colors  
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Figure 1 overview of our method

are developed. In section 4, we will present the

WordNet to bridge the gap between low level features

and high-level features. In section 5, the relevance

feedback is applied into our strategy. In section 6, a 

detailed analysis based on the experiment results will

be presented. Finally, Conclusions and remarks are

given in section 7 

2. Overview of our method 

Our method mainly includes the following steps:

Step1: image decomposed into five regions

Step2: computing the frequency of eight domain

color components in each region 

Step3: establishing the WordNet from the color

feature to semantics through the training samples and 

human interactions

Step4: re-define the query feature from the similar

images using the relevance feedback technique until

the user satisfies the results.

Figure 1 shows an overview of our provided method.

3 Color feature extraction 

Color is perhaps the most expressive of all the visual

features and has been extensively studied in image

retrieval during the last decade. Some low-level

features are developed by using the color

histograms[2,12,13].

In this paper, we provide representative colors in a

region of interest. The reason that we employ this

method is as following:

It is provided mainly based on the observation

that a small number of colors are usually sufficient

to characterize the color information in image

region.

Representative color approach can overcome

the drawback of the traditional histogram. The 

number of bins in a typical color histogram range

from few tens to a few hundreds. The high

dimensionality of the feature vectors result in high

computational cost in distance calculation for 

similarity retrieval, and inefficiency in indexing

and search. 

It also considers the spatial information and 

relationships between the different regions in the

images.

The process of our method is as fol1owing: Firstly

the image can be decomposed into five fixed regions

14], which is shown in figure 2, then representative

color histogram is computed in each region. 

R1 R2

R5

R4 R3

Figure 2  image decomposition
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3.1 representative colors 

According to human vision perception, a small

number of image colors are sufficient to express the

color information [15]. Therefore, in our method, we

regard eight colors as the representative colors. Eight

colors are illustrated as following: {red, green, blue,

yellow, magenta, cyan, black and white}, which are 

mapped into corresponding points in the RGB space:

{(255,0,0);(0,255,0);(0,0,255);(255,255,0);(255,0,255

);(0,255,255);(0,0,0);(255,255,255)}.

3.2 color clustering 

In order to compute the percentage of representative

colors in the region, the colors in the image region

should be clustered based on the nearest neighbor

algorithm.

Now we assume eight representative

colors{ as the clustering center,

and #C

},,,,,,, 87654321 CCCCCCCC

i denotes the total number of pixels which are

grouped into the clustering center Ci , and 

denotes the total number of pixels in the image, so

C#

C

C i
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# can be regarded as the percentage that

representative color account for in the image. For

example, in this paper, C

C
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percentage of the red component in the image.

Because the image are decomposed into five fixed
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4. Establishing the links 

Now we have obtained the representative color

features in the corresponding regions. However, these

feature vectors could not be directly recognized by

humans, just because people understand image at the

semantic level. So a new approach called WordNet .is 

provided to solve this problem

In our paper, all the images are from the scene images,

which have obvious color characters. Through the

human interaction and manipulation, we can easily

find the link between the representative color and the

scenes. For example, blue can express many semantic

words such as the blue sky and sea water.

A detailed link between the color and the

corresponding keywords is shown in figure 3 

Through the above links, we can easily narrow the

gaps between the low-level and semantic level

features. And more, we also see that the intermediate

features play an essential role. Such links are stored 

in the database as the look-up table. In addition, the

user can add the keywords in the look-up table

mentioned above. 

For a give region R5 located in the center of the

image, the specified process from the low-level to

semantic level is expressed as following:

If #C1 in the feature vector is maximum

Then the object can be {rose, sun….} 

If #C3 in the feature vector is maximum

Then the object can be {see water, blue sky….} 

Through the above algorithm, each region can be

indexed one representative color, with which has a set

of keywords associated. Accordingly, an image that is

decomposed into five fixed regions will have not

more than five sets of associated keywords, because

the different regions may have the same

representative color.

The weight 
W

associated on each link of the

keywords with the image represents the degree of

relevance in which the keyword describes the linked

image’s semantic content. 

ij

From above discussed, we see that each image object 

is associated with three different level features. 

respectively at the low-level feature, intermediate
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Figure 3 the link between representative colors and semantic keywords

level feature and semantic level feature

5. Relevance feedback 

The approaches 16,17 performed relevance feedback at

the low-level feature vector level, but failed to take

account into the actual semantics for the image

databases. The inherent problem with these

approaches is that the low-level features are often not

as powerful in representing complete semantic

content of images as keywords in representing text

documents.

In our paper, we provide relevance feedback not 

only at the low-level feature level but also at the

semantic level.

We apply the relevance feedback strategy at the

low-level features based on the formula given in [18]. 2ijW

5. For each negative example, check to see if any query

keyword is linked with it. If so, set the new weight

' ijW

. If the weight on any link is less 

than 1, delete that link.

ijW

However, semantic based relevance feedback can be

performed relatively easily compared to low-level

feature counterpart. The basic idea behind it is a 

simple scheme to update the weights  associated

with each link shown in Figure3. And the weight

updating process is described as below:

ijW

1. Initialize all weights to 1. That is, every

keyword has the same importance.

ijW

2. Collect the user query and the positive and

negative feedback examples

3. For each keyword in the input query, check to

see if any of them is not the keyword database.

If so, add them into the database without

creating any links 

4. For each positive example, check to see if 

query keyword is not linked to it. If so, create

a link with weight 1 from each missing

keyword to this image. For all other keywords

that already to this image, increment the

weight by 1. 

6. Experimental result 

We download about 10000 scene images from the

website. Every representative color may have more

than 1000 scene images. According to its semantic

content of the image and the corresponding

representative colors, each representative color can

be associated with a few sets of keywords. Through

the algorithms provided in section 3 and section 4, 
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each image and associated keywords are put into the

database.

The experimental research is concerned primarily

with the retrieval time and the accuracy of the

retrieved images.

The first experiment is conducted to evaluate the

retrieval time. Table 1 shows the retrieval time at

three different levels.

Table 1 the retrieval time

Query level Retrieval time (s) 

Query by Example image 132.13

Query by intermediate color 0.300

Query by keywords 0.270

From the above table, we can see that query by

keywords can improve the retrieval speed greatly

compared with the query by example image.

The second experiment is implemented in order to

evaluate the retrieval accuracy based on the relevance 

feedback. A retrieved image is considered as a 

relevant one if it has the similar representative color

to the query image. The retrieval accuracy is defined

as

N

returnsNin topretrievedimageslevantre
R

(2)

In our experiment, N is usually set to 20. Thus, the

retrieva1 accuracy is denoted by 20R

We performed four random queries on our system at

the semantic level and at the low level feature

respectively. Figure 4 shows the accuracy based on 

the relevance feedback at the semantic level, and 

figure 5 shows the accuracy based on the relevance

feedback at the low level feature. 

Figure4 Accuracy based on the relevance feedback at 

the semantic level

Figure5 Accuracy based on relevance feedback at the 

low level

As we can see from the results, our system achieves

the high accuracy (>80%) after a few of relevance

feedback for any given query. Unlike other methods

where more user relevance feedback [17,18] may

lead to lower the retrieval accuracy, experimental

results demonstrate our method can be stable.

In addition to verifying the effectiveness of our 

proposed method, we also compared our method

against the other techniques. We have chosen to

compare our method with the retrieval technique used

in[19]. The comparison is made through four random

queries based on relevance feedback. Figure 6 shows

the comparisons with the method in[19].

Figure6. Performance comparison

It is easily seen from results, our methods based on

relevance feedback will improve the retrieval

accuracy substantially.

7. Conclusions 

In this paper, we provide the representative colors for

indexing the images. Our method not only captures

the color content of the images but also characterizes

the spatial information of color in the image. In
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addition, we present a new approach called the 

WordNet to narrow the gap between the low-level 

features from the representative colors and semantic 

content of the images. Finally, in order to improve the 

retrieval performance, we applied the relevance 

feedback to retrieve images both at the semantic level 

and at low-level feature. Experimental results show 

this method is stable.  In the future work, we will 

further narrow the gap from the shape descriptor to 

semantics after we have obtained the representative 

colors.
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